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Abstract

Playing music in a concert represents a multilevel interaction between musicians and

the audience, where interbrain synchronization might play an essential role. Here,

we simultaneously recorded electroencephalographs (EEGs) from the brains of eight

people during a concert: a quartet of professional guitarists and four participants

in the audience. Using phase synchronization analyses between EEG signals within

and between brains, we constructed hyperbrain networks, comprising synchronized

brain activity across the eight brains, and analyzed them using a graph-theoretical

approach. We found that strengths within and between brains in the delta band

were higher in the quartet than in the public. Within-brain strengths were higher and

between-brain strengths were lower in the music than in the applause condition, both

particularly in the quartet group. These changes in coupling strength were accom-

panied by corresponding changes in the hyperbrain network topology, which were

also frequency-specific. Moreover, the network topology and the dynamical struc-

ture of guitar sounds showed specific guitar–brain, guitar–guitar, and brain–brain

directional associations, indicating multilevel dynamics with upward and downward

causation. Finally, the hyperbrain networks exhibit modular structures that weremore

stable duringmusic performance than during applause. Our findings illustrate complex

hyperbrain network interactions in a quartet and its audience during a concert.
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INTRODUCTION

Making music in a concert represents a social interaction in which

the musicians communicate with each other and with their audience.

This communication is mainly nonverbal and includes different kind

of movements, gestures, facial expressions, eye contact, and so on.1–5

Hyperscanning experiments have shown that the communication,
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at least between the musicians, also takes place on the neural level,

which leads to a certain synchronizationbetween thebrains. Such com-

munication/coordination is also supported/enhancedby suchbetween-

brain synchronization.3,6–15 However, the neural mechanisms of such

communication and between-brain interaction remain elusive, espe-

cially when the interaction involves a group of more than two

people/brains.14,16–21 The complexity of multibrain dynamics involved
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in group interaction has been particularly clearly demonstrated in a

studywith a quartet of guitarists.13 Specific interbrain or rather hyper-

brain connectivity structures were shown to emerge during such an

interaction. The most intriguing aspect of these structures is that each

brain always has to communicate with three other brains and, there-

fore, develops different configurations depending on the interaction

conditions.13 In the current study, we examine neural group dynamics

between eight brains, with two types or two groups of interaction: four

guitarists playing in a quartet and four audience members, represent-

ing active and passive interactions, respectively. Since we study two

different situations during the concert, namely, themusic performance

and the applause, active and passive interactions alternate between

the groups, with the audience becoming active during the applause and

themusicians being rather passive in this case.Weexpected that active

interaction would increase the coupling strength compared to the pas-

sive form. In electroencephalographic (EEG) hyperscanning studies,

it has been shown that the increase in interbrain synchrony in the

audience during live music compared to baseline was dependent on

emotional pleasure and closeness22 as well as on the number of people

sharing the pleasure and its strength.23 The same pleasure and a cor-

responding increase in the interbrain synchrony can also be expected

in the musicians, especially during applause. It is well known that hand

clapping as an audience expression of appreciation for a good musical

performance functions as a social self-organizing system that mostly

exhibits specific dynamics with different phases (e.g., fast clapping,

synchronization, and slipping back to the fast clapping) and corre-

sponds to the trade-off between optimal synchronization andmaximal

applause intensity.20,24,25 However, the neural mechanisms of clap-

ping or applause remain unexplored. Thus, related to our previous

studyof the sameguitarist quartet,which revealed complexhyperbrain

network (HBN) interactions,13 this study aims to demonstrate how the

HBNstructureextends to theaudienceandhowmusician andaudience

components of this structure communicatewith each other during two

different situations during a concert.

Previous research on neural synchrony in musical interaction

has shown that intra- and interbrain synchronization is particu-

larly enhanced during periods that put high demands on musical

coordination.7,9–13,15 Moreover, it has been shown that there

is a specific coupling between musicians’ brains and musical

instruments.8,10,11,26 In this context, it can be expected that such

coupling may also occur between audience members’ brains and the

instruments. However, this should not substantiate the claim that syn-

chronization between brains is simply a result of a common perceptual

input and/or a common motor output (cf. Ref. 19). As recently shown

in a hyperscanning study of piano duets, keeping sensory input and

movements comparable across conditions as well as during musical

pauses without sensory input or movement, interbrain synchrony

does not merely depend on shared sensorimotor impact but can also

emerge endogenously, from aligned cognitive processes supporting

social interaction.8 Nevertheless, this relationship between brains

and instruments provides important evidence that interbrain syn-

chrony has a specific reference to the behavioral actions of musicians

(cf. Refs. 9, 10, and 19).

It is also well known that music is generally self-similar, whereby

structure and repetition are general features of nearly all music.

The concept of self-similarity in music is fundamental for capturing

structural properties of music recordings and is provided by the

self-similarity matrix (SSM) approach.27 The repetition blocks in SSM

resemble each other with respect to certain aspects, such as melody,

harmony, or rhythm. Through such recurring patterns, a temporal

relationship is established within the piece that can be traced by the

listener and evoke a sense of familiarity and musical understanding.

Here, we use this concept to investigate the relationships between

musical and brain structures in their dynamic interdependency.

Finally, a number of studies have shown that HBNs, comprising

intra- and interbrain connectivity, exhibit specific modular organiza-

tion during music playing and that the most important characteristic

of this organization is the existence of so-called hyperbrain modules

sharing electrodes or nodes from two or more brains, with strong con-

nections or information flowwithin themodules andweak connections

or information flow between the modules.11–13,15 In a previous guitar

quartet study, the HBN consisting of four guitarists’ brains was shown

to be a dynamic structure with nonstationary coupling dynamics and

network architecture.13 Such networks are highly adaptive to external

situations requiring different network states.Moreover,Müller et al.19

suggested a hyperbrain cell assembly hypothesis that states that cell

assemblies can be formed not only within but also between brains,

following roughly the same rules as within brains. The hyperbrain cell

assembly, comprising the within- and between-brain connections, can

lead to the joint firing of neuronal elements in these brains or in the

common HBN or cell assembly. It has also been suggested that the

hyperbrain module or community can be considered as a prototype

of such a hyperbrain cell assembly and that this assembly should gain

precedence during repeated joint activity.19 In this context, it was

hypothesized that HBNs comprising eight brains of quartet and audi-

ence members would exhibit modular organization, with hyperbrain

modules or communities sharing nodes in several brains. Since musical

performance is more structured than applause, it was assumed that

the modular organization of the HBNs during musical performance

would bemore stable and less variable in their temporal dynamics than

during applause.

MATERIALS AND METHODS

Participants

A quartet of professional guitarists (Cuarteto Apasionado, Berlin)

and four listeners in the audience participated in the concert study

involving hyperscanning EEG measurement. All participants (females)

were right-handed. The guitarists of the quartet (aged between 44 and

48 years,M=46.5, SD=1.7) had beenplaying the guitar professionally

for more than 35 years (mean = 37.8 years, SD = 1.3). The audience

participants (aged between 20 and 29 years, M= 22.8, SD= 4.2) were

either musically naïve (did not play any instrument, participants F and

H) or had taken guitar lessons and played guitar for about 15 years
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(participants E and G). Audience members E and G were familiar with

each other and also knew the members of the quartet. Participants

F and H were not acquainted with anyone. We only recorded four

participants from the audience, as we wanted to keep the number

of musicians and listeners equal with respect to common network

analyses. The Ethics Committee of theMax Planck Institute for Human

Development approved the study, and it was performed in accordance

with the ethical standards laid down in the 1964 Declaration of

Helsinki. All participants volunteered for this experiment and gave

their written informed consent prior to their inclusion in the study.

Procedure and data acquisition and analysis

The concert study took place in the auditorium of the Max Planck

Institute for Human Development with an audience of more than 150

people (see Figure S1 and Video S1 for details). The program of the

concert consisted of eight different pieces of music for classical gui-

tar by different composers and a bonus piece (the program of the

concert can be found in the Supplementary Materials). For analyses,

we used three music pieces: M1, “Alguna Calle Gris” from “5 Piezas

Artesanales” by Maximo Diego Pujol; M2, “Danza Ritual del Fuego”

by Manuel De Falla; and M3, “Säbeltanz” by Aram Chatschaturjan

(MP3 files of these pieces of music can be found in the Supplementary

Materials). The concert lasted about 1 h in total. The hyperscan-

ning EEG was simultaneously recorded using eight electrode caps

with 28 Ag/AgCl EEG active electrodes each, placed according to the

international 10-10 system, with the reference electrode at the right

mastoid. The vertical and horizontal electrooculogram was recorded

to control for eye blinks and eye movements. The sampling rate of

the signals was 5000 Hz. The recorded frequency bands ranged from

0.01 to 1000 Hz. Through one microphone (McCrypt MC-18, Con-

rad Electronic GmbH, Germany) each, the sounds of the guitars were

recorded on four ExG channels, simultaneously with the EEG record-

ings (BrainAmps MR and BrainAmps ExG, Brain Products, Gilching,

Germany). In addition, video and sound were recorded using Video

Recorder Software (Brain Products), synchronized with EEG data

acquisition. The datawere rereferenced offline to an average of the left

and right mastoid separately for each participant. Eye movement cor-

rectionwas accomplished by independent component analysis (ICA).28

The average number of removed ICA components was 8.6 (2.0) across

participants. Thereafter, artifacts from head and body movements

were rejected by visual inspection. Preprocessing of the EEG data (e.g.,

artifact correction and rejection) was performed using Brain Vision

Analyzer 2.2 (Brain Products). The EEG was resampled at 1000 Hz

and divided into 20-s epochs indicating different sequences of inter-

est (SOIs). Three SOIs in each music piece and three SOIs during the

applause, free of artifacts for all eight participants, were analyzed in

terms of intra- and interbrain synchronization. For these purposes,

the SOIs were band-pass filtered (using an elliptic infinite impulse

response filter)within the four frequencybands: delta (0.5–4Hz), theta

(4–8 Hz), alpha (8–14 Hz), and beta (14–30 Hz). Thereafter, the fast

Hilbert transformwas applied to extract the phase of the signals in the

given frequency bands, which were used for the calculation of phase

synchronization by means of the Phase Synchronization Index (PSI).

The PSIwas determined by the formula:

PSI(fi) =
||||
⟨
ejΔΦ

k (fi)
⟩|||| , j =

√
−1, (1)

where ΔΦ
k
= mod(Φk

m(fi) − Φ
k
n(fi),2π) is the phase difference at the

central frequency fi between the instantaneous phases of the two sig-

nals m and n across k data points in the segment; Φk
m(fi) = arg{ykm(fi)}

andΦk
n(fi) = arg{ykn(fi)}. Within the SOI, PSIwas calculated using a mov-

ing time window of 2000 ms width and a 200-ms time delay between

all electrode pairs of all participants (224 × 224). Overall, 91 time

windows related to the corresponding SOI were collected by this shift-

ing procedure. Phase synchronization analyses and following network

analyses were performed using the NI LabVIEW software (National

Instruments, Austin, TX, USA).

Network construction and graph-theoretical
approach measures

A graph-theoretical approach (GTA) was used to investigate HBN con-

nectivity on the level of network topology, allowing a systemic view of

neural processeswithin and between the eight brains. For this purpose,

we constructed HBNs, including all possible connections within and

between the eight brains. In order to remove noisy or spurious connec-

tivity links and emphasize key topological properties of the network,

a threshold has to be applied to the connectivity matrix. In general,

the choice of the threshold plays an important and nontrivial role in

network construction, but is necessarily always arbitrary. At least two

issues appear important for us in this study: (1) the connectivity mea-

sures shouldnotoccurby chance, and (2) thenetworks changing in time

should have the same connection density (a similar number of links),

providing a high sparsity level and economical network properties.

In order to fulfill the two criteria, we set the cost level to 20%,which

allows for the investigation of sparse economical networks, whereby

the connectivity threshold was always higher than the significance

level determined by the surrogate data procedure, that is, networks

at this cost or sparsity level always included significant connections

and had the same number of edges (see Supplementary Materials for

details). This allowed a more accurate examination of the network

topology in the differentmusical pieces andmusical sequences or SOIs.

Network and statistical analysis

The aforementioned cost level of 20% was applied to the common

HBN, including all electrodes of all eight brains (224 nodes in total) in

the quartet (QUA) and in the public audience (PUB). To examine the

HBN topology, we determined within- and between-brain strengths

(SwB and SbB, respectively), the clustering coefficient (CC), charac-

teristic path length (CPL), local efficiency (Elocal), and global efficiency

(Eglobal). The SwB for node i was calculated as a sum of weights to

this node from all other nodes within the particular brain and the

SbB for node i in the HBN was calculated as a sum of weights to this
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node from all other nodes in all other brains. All other HBN topol-

ogy measures were calculated based on all nodes in the HBN (see

Supplementary Materials for more details). Thus, the SbB reflects the

connectivity strength between a particular brain and all other brains,

and the other topology measures (CC, CPL, Elocal, and Eglobal) indicate

the HBN topology of different nodes/brains within the common HBN.

These measures were first determined for each time window and

each node in the network and then averaged across all time windows

and across nodes divided into the five brain sites separately for each

participant/brain: frontal (F: Fp1, Fp2, F3, Fz, F4, FC1, and FC2), central

(C: C3, Cz, C4, CP1, and CP2), parietal (P: P3, Pz, P4, O1, Oz, and O2),

left-temporal (LT: F7, FC5, T7, TP9, CP5, P7, and PO9), and right-

temporal (RT: F8, FC6, T8, TP10, CP6, P8, and PO10). For statistical

analysis, GTAmeasures were averaged across the SOIs of music pieces

(MU) and applause (AP). Using a three-way repeatedmeasuresANOVA

with abetween-subject factorGroup (QUAvs. PUB) andwithin-subject

factorsCondition (MUvs.AP) andSite (F,C, P, LT, andRT),we separately

tested the six GTAmetrics across the four frequency bands.

Besides the commonHBN analyses, comprising nodes from all eight

brains, we also conducted dualHBNanalyses based on all possible pair-

wise combinations (28 in total) between all quartet andpublic audience

participants. There were six quartet–quartet (Q–Q), six public–public

(P–P), and 16 quartet–public (Q–P) pairs, or HBNs with 56 nodes each

(seeFigure1A,B fordetails).Onecan see that in contrast to the common

HBN analyses, we can differentiate the impact of different connection

types (i.e., Q–Q, Q–P, and P–P) here. For each of these dual HBNs,

we determined the same network topology measures: SwB, SbB, CC,

CPL, Elocal, and Eglobal. All these measures were determined for each

time window and node, and then prepared similarly as above. The

datawere analyzed using a three-way repeatedmeasuresANOVAwith

a between-subject factor Group (Q–Q, P–P, and Q–P) and a within-

subject factorsCondition (MUvs.AP) andSite (F,C, P, LT, andRT).When

necessary, Greenhouse–Geisser epsilons were applied in all ANOVAs

for nonsphericity correction. The Scheffé test was employed for the

post-hoc testing of group differences. All statistical analyses were

carried out using IBMSPSS Statistics 23.0 (SPSS Inc., Chicago, IL, USA).

Furthermore, we investigated the relationships between guitar

sounds and the commonHBN topology indices. For these purposes, we

first calculated the rootmean square of the guitar signals and then con-

structed self-similarity matrices for each of the guitar sounds by using

the moving window approach, just as this was used for the calculation

of the connectivity and topology indices in the case of EEG signals

(2-s time windows and 200-ms time delay), and subsequently calcu-

lated the cosine similarity between all consecutive timewindows (91 in

total). This results in a 91 × 91 SSM, reflecting the musical structure of

the sound produced during playing. Thereafter, we applied a threshold

to the SSM that allowed 20% of the strongest similarity values, and

calculated the average strength of each of the nodes in the given SSM,

all of which together represent the similarity profile or music structure

dynamics (MSD) and have the same time course as the EEG network

topology measures. To investigate the relationships between MSD

and network topology dynamics (NTD),29 we calculated (1) Pearson’s

product correlation (R), reflecting linear relationships between the

signals, and (2)multivariateGranger causality (GC), indicating causal or

directional associations between the signals. For this calculation, five

brain regions and three music pieces with the three SOIs each were

collapsed together, thus providing a cascade-shaped time series of

4095 data points. TheMSD time serieswere prepared in the sameway.

R and GCwere determined for the four topology measures in the delta

frequency band: SwB, SbB, Elocal, and Eglobal. We limited our analyses to

these four topology measures because the Elocal and Eglobal represent

network topology properties that are relatively similar to CC and CPL,

but unlike the last, are equidirectional. The delta band was chosen

because it was only here that the between-brain connections showed

significant differences between groups and conditions. In addition

to MSD–NTD relationships, MSD–MSD and NTD–NTD were also

captured by R andGC indices. The same analyses were then performed

with individual music pieces comprising only 1365 data points.

Finally, we investigated the modular organization of the common

HBN and its dynamics across different time windows and SOIs. For

these purposes, we determined community structures of the common

HBN at each time window in all SOIs of the three music pieces and

the applause using the modularity optimization method,30,31 which is

implemented in the Brain Connectivity Toolbox (https://sites.google.

com/site/bctnet/; cf. Ref. 32). Modularity of the community structures,

a statistic that quantifies the degree to which the network may be

subdivided into clearly delineated groups or modules, was thereby

assessed.Normalizedmutual information (MI) between the community

structures in the three music pieces and the applause condition was

then calculated for clusterings comparison (see Supplementary Mate-

rials for details).33,34 The determinedMI values, whichwere calculated

between each timewindow and all other timewindows in a piece, were

organized in a corresponding similarity matrix representing a dynamic

stability of modular organization across time. The MI values between

the community structures in one time window and all others (a row

in the similarity matrix) were averaged, indicating the similarity of the

community structures of each time window to all others. Resulting

similarity values in the three music and applause conditions as well

as corresponding modularity values were statistically evaluated by a

paired t-test with Bonferroni corrections.

RESULTS

Common HBN topology

Results of the ANOVAs for the six GTA metrics across the four fre-

quency bands are collated in Table 1 and Figures 2 and 3. The most

significant differences, besides the factor Site, which indicates topol-

ogy variation across different electrode sites, were found for the factor

Condition and its interaction with the factor Group. The main effect

Group was significant only for the three GTA measures (SbB, CPL, and

Eglobal) in the delta band, whereby SbB and Eglobal were higher and

CPL correspondingly shorter in QUA than in PUB (see Figure 2 for

details). Interestingly, SwBwas higher and SbBwas lower in the MU as

compared to theAPcondition, both above all in theQUAgroup. In addi-

tion, the CPL was shorter during AP than during MU, especially in the

QUAgroupandparticularly at the frontocentral and left-temporal sites
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F IGURE 1 Exemplary representation of the common and dual HBNs. (A) CommonHBN in the form of the HBNmatrix and interbrain
connectivity map. In thematrix, including all electrodes of all eight brains (224 nodes in total), different types of links or edges are indicated:
Q–Q, quartet–quartet; P–P, public–public; andQ–P, quartet–public. In the connectivity map, the nodes and links of the eight different brains are
indicated by color. The guitarists’ brains are denoted A, B, C, and D; audiencemembers’ brains are denoted E, F, G, and H. (B) CommonHBN and
three exemplary dual HBNs. On the left, the same commonHBN as in panel A is displayed. On the right, three exemplary dual HBNs are presented:
P–P dual HBN; Q–P dual HBN; andQ–Q dual HBN. As demonstrated, the dual HBNs constitute certain components of the commonHBN. In the
heatmaps, the PSI values are indicated by color.
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TABLE 1 Significant ANOVA results for the common hyperbrain network indices across the four frequency bands.

Delta Theta Alpha Beta

Factors DF F value η2 F value η2 F value η2 F value η2

SwB

G 1,6 n.s. n.s. n.s. n.s.

C 1,6 22.39*** 0.79 10.22* 0.63 7.47* 0.55

S 4,24 12.09*** 0.67 16.19*** 0.73 12.59*** 0.68 10.08** 0.63

G×C 1,6 n.s. 7.41* 0.55 8.40* 0.58 n.s.

SbB

G 1,6 410.38*** 0.99 n.s. n.s. n.s.

C 1,6 11.11* 0.65 n.s. n.s. n.s.

S 4,24 4.40* 0.42 n.s. n.s. n.s.

G×C 1,6 8.59* 0.59 n.s. n.s. 8.86* 0.60

CC

G 1,6 n.s. n.s. n.s. n.s.

C 1,6 n.s. 44.12*** 0.88 19.39*** 0.76 n.s

S 4,24 5.81* 0.49 7.47** 0.55 7.26** 0.55 9.36** 061

G×C 1,6 n.s. 9.83* 0.62 10.01* 0.63 7.44* 0.55

CPL

G 1,6 21.99** 0.79 n.s. n.s. n.s.

C 1,6 14.13** 0.70 n.s. n.s. n.s.

S 4,24 9.66*** 0.62 18.28*** 0.75 11.29*** 0.65 6.13* 051

G×C× S 4,24 3.68* 0.38 n.s. n.s.

Elocal

G 1,6 n.s. n.s. n.s. n.s.

C 1,6 n.s. 41.29*** 0.87 21.14** 0.78 n.s.

S 4,24 8.65** 0.59 9.22** 0.61 8.53** 0.59 9.71** 0.62

G×C 1,6 n.s. 9.47* 0.61 10.70* 0.64 7.52* 0.56

Eglobal

G 1,6 35.38*** 0.86 n.s. n.s. n.s.

C 1,6 n.s. n.s. n.s. n.s.

S 4,24 9.54*** 0.61 22.04*** 0.79 14.44*** 0.71 9.05** 0.60

Abbreviations: C, Condition; CC, clustering coefficient; CPL, characteristic path length; DF, degrees of freedom; Eglobal , global efficiency; Elocal , local efficiency;
G, Group; n.s., nonsignificant; S, Site; SbB, strength between brains; SwB, strength within brains.
*p< 0.05; **p< 0.01; ***p< 0.001.

(see Figure 2 for details). The other three GTAmeasures (SwB, CC, and

Elocal) in the theta, alpha, and partly also in the beta band, reflecting

local processes andprocesseswithin thebrains,werehigherduringMU

than during AP, especially in the QUA group (see Figure 3 and Table 1

for details). As common HBN analyses cannot provide information on

which relationships (Q–Q,P–P, orQ–P)play amore important role, dual

analyses were conducted to clarify this issue.

Dual HBN topology

Results of a three-way repeated measures ANOVAs with a between-

subject factor Group (Q–Q, P–P, and Q–P) and a within-subject factors

Condition (MU vs. AP) and Site (F, C, P, LT, and RT) for the six GTA

measures are presented in Table 2. All main effects were significant

for all topology measures in all frequency bands, with the exception of

the between-brain strength (SbB), showing significant differences only

in the delta frequency band. The Group-by-Condition interaction was

also mostly significant (with some exceptions) for all frequency ranges.

The main effects of the factors Group and Condition and their inter-

action for the six topology measures at the delta frequency are shown

in Figure 4. Results of the other frequency bands can be found in the

Supplementary Materials. It can be seen that in practically all cases,

the strength (within and between brains), CC, and efficiency (local and

global) were higher and CPL correspondingly shorter for Q–Q pairs or

dual networks and lowest (longest in the case of CPL) for P–P dual net-

works. The topology indices for the Q–P pairs or dual networks lay in

between.
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80 ANNALSOF THENEWYORKACADEMYOF SCIENCES

F IGURE 2 ANOVA results for the commonHBN indices in the delta frequency band.Main effects of the factors Group (QUA vs. PUB) and
Condition (MU vs. AP) and their interaction are presented as box plots. Abbreviations: AP, applause; CPL, characteristic path length; Eglobal, global
efficiency;MU, music condition; PUB, public audience; QUA, quartet; SbB, strength between brains; SwB, strength within brains. *p< 0.05;
**p< 0.01; ***p< 0.001.

Relationships between guitar sound structures and
the common HBN topology

The results of these analyses at the 99% significance level (p < 0.01)

are presented in Figure 5. As can be seen, R and GC were expectedly

high between guitar sounds (the first four nodes in the matrices indi-

cated by red stripes and red circles in the connectivitymaps), indicating

relatively similar MSDs of guitar sounds. Moreover, as shown by GC,

there are directional associations between the sounds of the four gui-

tarists, indicating directional influences between them. The correlation

between participants’ NTDs was relatively high for SwB and especially

for Elocal, while the correlation between MSDs and NTDs was very

low and mostly nonsignificant. However, causal associations between

MSDs and NTDs indicated by GC were relatively high (especially for

SwB), indicating directional influences of musical and brain structures

on each other (see Figure 5 for details). Furthermore, we conducted
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ANNALSOF THENEWYORKACADEMYOF SCIENCES 81

F IGURE 3 ANOVA results for the commonHBN indices in the theta and alpha frequency bands. (A) Results for the theta frequency band.
(B) Results for the alpha frequency band.Main effects of the factors Group (QUA vs. PUB) and Condition (MU vs. AP) and their interaction are
presented as box plots. Abbreviations: AP, applause; CC, clustering coefficient; Elocal, local efficiency;MU, music condition; PUB, public audience;
QUA, quartet; SwB, strength within brains. *p< 0.05; **p< 0.01; ***p< 0.001.

the same analyses for each piece of music separately, which yielded

approximately similar results (see Figures S6–S8).

Modular organization of the common HBNs and its
stability

Figure 6 displays intra- and interbrain connectivity and corresponding

strength distributions of an exemplary HBN. The color in the connec-

tivity maps on the left indicates the module affinity. All four modules

are hyperbrain modules or communities, comprising nodes across sev-

eral brains. On the right, the distribution of the connectivity strengths

within and between brains for each participant (guitarists: A, B, C, and

D; audience: E, F, G, and H) and an average across all participants (in

the middle) are presented. Dynamic changes of modularity structures

in real-time are demonstrated in Video S2. Figure 7A shows similarity

matrices determined by MI between all community structures within

 17496632, 2023, 1, D
ow

nloaded from
 https://nyaspubs.onlinelibrary.w

iley.com
/doi/10.1111/nyas.14987 by M

pi 367 H
um

an D
evelopm

ent, W
iley O

nline L
ibrary on [22/05/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



82 ANNALSOF THENEWYORKACADEMYOF SCIENCES

F IGURE 4 ANOVA results for the dualHBN indices in the delta frequency band.Main effects of the factors Group (Q–Q, Q–P, and P–P) and
Condition (MU vs. AP) and their interaction are presented in a form of the box plots. Abbreviations: AP, applause; CC, clustering coefficient; CPL,
characteristic path length; Eglobal, global efficiency; Elocal, local efficiency;MU, music condition; P–P, public–public dual networks; Q–P,
quartet–public dual networks; Q–Q, quartet–quartet dual networks; SbB, strength between brains; SwB, strength within brains. *p< 0.05;
**p< 0.01; ***p< 0.001.
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F IGURE 5 Linear and directional relationships betweenMSD andNTD indices. (A) Linear relationships indicated by Pearson’s product
correlation. (B) Directional relationships indicated bymultivariate Granger causality. The relationships are presented asmatrices or heatmaps and
circular connectivity maps. In the heatmaps, the red stripe indicates the guitar sounds (nodes 1–4), the green stripe indicates the guitarists
(nodes 5–8), and the blue stripe indicates the audiencemembers (nodes 9–12). Similarly, in the connectivity maps, the four red circles or nodes
represent the four guitar sounds, the four green circles represent the four guitarists’ brains, and the four blue circles represent the four audience
members’ brains. The linear relationships are symmetric and the directional relationships are asymmetric. The direction of the links is coded by
color. Note that the links in the directional connectivity maps are either unidirectional or bidirectional.
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TABLE 2 Significant ANOVA results for the dual hyperbrain network indices across the four frequency bands.

Delta Theta Alpha Beta

Factors DF F value η2 F value η2 F value η2 F value η2

SwB

G 2,25 9.66*** 0.44 5.2* 0.29 6.07** 0.33 7.32** 0.37

C 1,25 176.73*** 0.88 8.68*** 0.76 58.97*** 0.70 17.61*** 0.41

S 4,100 95.42*** 0.79 127.85*** 0.84 99.39*** 0.80 79.54*** 0.76

G×C 2,25 9.32*** 0.43 15.44*** 0.55 17.49*** 0.58 10.96*** 0.47

C× S 4,100 n.s. 4.81* 0.16 6.75** 0.21 6.57** 0.21

SbB

G 2,25 226.7*** 0.95 n.s. n.s. n.s.

C 1,25 13.5*** 0.35 n.s. n.s. n.s.

S 4,100 10.25*** 0.29 n.s. n.s. n.s.

G×C 2,25 10.98*** 0.47 n.s. n.s. n.s.

G× S 8,100 4.44*** 0.26 n.s. n.s. n.s.

C× S 4,100 7.53*** 0.23 n.s. n.s. n.s.

CC

G 2,25 5.83** 0.32 5.04* 0.29 6.69** 0.35 7.31** 0.37

C 1,25 68.21*** 0.73 121.6*** 0.83 85.63*** 0.77 24.05*** 0.49

S 4,100 25.99*** 0.51 55.63*** 0.69 53.21*** 0.68 50.51*** 0.67

G×C 2,25 9.41*** 0.43 16.86*** 0.57 21.46*** 0.63 14.29*** 0.53

CPL

G 2,25 24.52*** 0.66 5.59** 0.31 6.20** 0.33 8.50** 0.41

C 1,25 8.43** 0.25 28.01*** 0.53 29.35*** 0.54 13.23*** 0.35

S 4,100 95.18*** 0.79 131.38*** 0.84 91.48*** 0.79 66.33*** 0.73

G×C 2,25 n.s. 4.53* 0.27 6.78** 0.35 7.82** 0.39

C× S 4,100 n.s. n.s. 4.08* 0.14 7.17** 0.22

G×C× S 8,100 3.34** 0.21 n.s. n.s. n.s.

Elocal

G 2,25 5.23* 0.30 4.81* 0.28 6.75** 0.35 7.80** 0.38

C 1,25 52.92*** 0.68 126.0*** 0.84 97.0*** 0.80 24.62*** 0.50

S 4,100 48.32*** 0.66 70.2*** 0.74 62.14*** 0.71 56.85*** 0.70

G×C 2,25 7.36** 0.37 16.27*** 0.57 23.69*** 0.66 15.03*** 0.55

Eglobal

G 2,25 32.78*** 0.72 5.68** 0.31 6.01** 0.33 8.32** 0.40

C 1,25 42.35*** 0.63 59.78*** 0.71 52.34*** 0.68 16.77*** 0.40

S 4,100 95.04*** 0.79 133.42*** 0.84 97.02*** 0.80 73.99*** 0.75

G×C 2,25 n.s. 10.49*** 0.46 12.71*** 0.50 9.81*** 0.44

C× S 4,100 n.s. 3.49* 0.12 5.27* 0.17 5.97* 0.19

Abbreviations: C, Condition; CC, clustering coefficient; CPL, characteristic path length; DF, degrees of freedom; Eglobal , global efficiency; Elocal , local efficiency;
G, Group; n.s., nonsignificant; S, Site; SbB, strength between brains; SwB, strength within brains.
*p< 0.05; **p< 0.01; ***p< 0.001.

the threemusic pieces and during the applause. TheMI values between

one time window and all others (a row in the similarity matrix) were

averaged, indicating the similarity of community structures of each

time window to all others. Statistical evaluation of these vectors or

time series (shown in Figure 7Aunder the similaritymatrices) by paired

t-test showed the significantly lowest similarity during applause in

comparison to music conditions (all ps< 0.001, Bonferroni-corrected).

As shown in Figure 7B, therewere also significant differences between

music pieces, indicating different similarity or stability of community

structures within these pieces (all ps < 0.001). We also calculated
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ANNALSOF THENEWYORKACADEMYOF SCIENCES 85

F IGURE 6 Exemplary representation of the hyperbrain modularity or community structure with intra- and interbrain connectivity.
(A)Within-brain connectivity maps and topological distribution of strengths within the eight brains. (B) Between-brain connectivity maps and
topological distribution of strengths for the between-brain connections. The strength of the nodes (sum of all outgoing connections) in the brain
connectivity maps is coded by circle size, and the strength of edges is coded by line thickness. The different modules are coded by color. Please
note that only the strongest within- and between-brain connections are displayed. The guitarists’ brains are denoted A, B, C, and D, and the
audiencemembers’ brains are denoted E, F, G, and H.

modularity values, providing a statistic that quantifies the degree to

which the networkmay be subdivided into clearly delineated groups or

modules. As shown in Figure 7C, the modularity values show a similar

pattern of differences between conditions as the similarity values,

with a significantly lowest modularity during applause as compared to

music conditions (all ps < 0.001). This indicates that the partitioning

of the HBNs into modules or communities was more stable during

music conditions than during applause. There were also significant

differences between music conditions or pieces (all ps < 0.01; see

Figure 7C for details). Here, it should be noted that all conditions (also

the AP condition) showed high modularity values (more than 0.28),

indicating a good partition of HBNs intomodules or communities.
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F IGURE 7 Similarity andmodularity of community structures within the threemusic pieces and during applause. (A) Similarity matrices
determined byMI between all community structures within the threemusic pieces and during the applause. Community structures were
calculated for each timewindow across three SOIs (273 timewindows in total). Under thematrices, meanMI values averaged across the rows are
presented. (B) Box plots of themeanMI values for the threemusic piece and applause conditions. (C) Box plots of themodularity values for the
threemusic piece and applause conditions. Modularity values were determined for each community structure as a statistic for the degree to which
the commonHBNmay be subdivided into clearly delineated groups or modules. Note that the differences in the similarity (MI) andmodularity (Q)
were highly significant (p< 0.001) between all four conditions.
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DISCUSSION

The primary objective of this study was to investigate the intra- and

interbrain dynamics and hyperbrain architecture and dynamics emerg-

ing in a quartet of guitarists and the audience during a concert. The

main findings are that: (1) practically all GTA measures in the com-

mon and especially in the dual HBNs showed significant differences

between thequartet andaudiencemembersduringmusic performance

and the applause, which were also frequency-specific in the common

HBNs; (2) in the delta band, SwB was higher and SbB was lower in

the MU as compared to the AP condition, both mostly in the QUA

group and for the Q–Q relations; (3) guitar sounds not only correlated

with, or predicted each other, but this correlation or prediction in the

Granger sense also concerned guitar–brain and brain–brain relations

with respect to the dynamics of corresponding structures; and (4) the

HBNs exhibit modular structures with hyperbrain modules or com-

munities, comprising nodes across several brains, and the dynamics of

these community structures was much more stable during the music

performance than during the applause.

In the common HBN analyses, the factor Group was significant for

SbB, CPL, and Eglobal (only in the delta band), indicating higher SbB and

Eglobal and shorter CPL in the QUA as compared to the PUB group. In

contrast, the Condition factor and the Group-by-Condition interaction

were significant for SwB, CC, and Elocal in the theta and alpha frequency

ranges, which were higher in the MU than in the AP condition, espe-

cially in the QUA group (see Figure 3). This discrepancy indicates that

the low frequency (delta band) is responsible for groupdifferenceswith

respect to the interbrain connectivity andHBN integration, whereas the

faster theta and alpha frequencies support condition differences with

respect to the intrabrain connectivity and HBN segregation. Thus, the

common HBNs have two different modes (i.e., global with enhanced

interbrain connectivity and network integration, and local with strong

intrabrain connectivity and network segregation), which are working

at different frequencies with respect to group and condition differ-

ences. Interestingly, the factor Condition was also significant for SbB

and CPL in the delta band, but in contrast to SwB, SbB was higher and

CPLwas shorter in the AP as compared to the MU condition. Thus, the

delta band is also sensitive to condition differences but in differentway

than local processes at faster theta and alpha frequencies, which were

higher inMU than AP condition. This differentiation for frequency and

topology measures or modes (local vs. global) is very interesting and

probably characteristic for HBNs with different functional units (e.g.,

musicians and audience).

As mentioned above, the SbB in the common HBN includes Q–Q

and Q–P connections in the case of the QUA group and P–P and Q–

P connections in the case of the PUB group. Accordingly, the dual

HBN analyses, which allowed us to separate these three types of con-

nections (i.e., Q–Q, P–P, and Q–P), showed generally higher SbB (also

only in the delta band) in the Q–Q than in the Q–P and P–P groups,

and higher SbB in the Q–P than in the P–P group. Like the common

HBNs, SbB in the dual HBNs was also lower in the MU than in the

AP condition, especially in the Q–Q group. In contrast to this and to

the common HBN analyses, CPL in the dual networks was shorter in

the MU than in the AP condition, especially in the Q–P and P–P dual

networks. In addition, other GTA measures (SwB, CC, Elocal, and Eglobal)

were highest in the Q–Q and lowest in the P–P groups, and generally

higher during the music performance than during the applause, espe-

cially in the Q–Q and Q–P dual networks. Moreover, this relationship

also holds for other frequency bands (i.e., theta, alpha, and beta). All

this suggests that active interaction (making music) evokes stronger

connections within and between brains in musicians during a concert

than in the audience and changes the topology of theHBNs toward the

small-worldnetworkswithhigher segregation (higherCCandElocal) and

integration (shorter CPL and higher Eglobal) of neural processes. There

is neurophysiological evidence that neural networks generally exhibit

“small-world” structures (i.e., high levels of clustering and short path

lengths) that support efficient information segregation and integration

with low energy and wiring costs as well as a high rate of information

transmission and communication.35–38 The small-world structure of

HBNs suggests a more efficient and effective communication between

brains when interaction demands are higher. This confirms the find-

ings made previously in a guitarist quartet13 and guitarist duets,12,15

which showed small-world properties of the HBNs and an increase

in small-worldness with higher frequency. However, it has also been

shown that low frequencies (e.g., delta and theta) play an essential

role in interbrain dynamics.9,10,12,13,15 Interestingly, significant differ-

ences between the groups and conditions in the SbB (both in common

and dual networks) were found only in the delta band, supporting the

previous findings. In EEGhyperscanning studies, it has been shown that

an increase in interbrain synchrony in an audience during live music

was dependent on emotional pleasure and closeness as well as on the

number of people sharing pleasure and its strength.22,23 Whether the

greater pleasure of musicians than of audience members or a certain

degree of asynchrony in the audience during applause or other fac-

tors are responsible for the differences in SbB at the delta frequency

between musicians and the audience during applause remains to be

seen. However, it is obvious that musicians and listeners behave dif-

ferently during the concert and that this influences the different brain

dynamics, which find their expression in the different synchronization

patterns and HBN topology dynamics. Moreover, the differentiation

for frequency and topology measures or modes (local vs. global) that

was demonstrated in the common HBN analyses could not be verified

for the dual networks. Apparently, this differentiation is character-

istic only for larger networks where all connections are taken into

account. These (larger) networks use different frequencies for local

and global processes depending on the situation (e.g., MU or AP). This

very interesting phenomenon clearly requires further sophisticated

investigation.

The observed significant correlation between guitar sounds was

not surprising, even though the guitarists played different parts of

the music. However, the musical structures (MSD) determined by the

SSMs were relatively similar and, therefore, showed strong correla-

tions. However, the correlation between the MSD of guitar sounds

and the NTD of the guitarists’ and audience members’ brains was rel-

atively low, but did reach the significance level in some cases. Most

interestingly, MSD and NTD predicted each other in a Granger sense,
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especially in the case of SwB, but also in the case of other topologymea-

sures.A synchronizationbetweenbrains and instrumentswas reported

previously.8,10,11,26 Here, we show another level of synchrony or pre-

diction, where structures of music (MSD) and brain dynamics (NTD)

are related to each other or predict each other, and this concerns

not only the guitarists’ but also the audience members’ brains. In the

hyperscanning study on guitarist duets with a directed synchroniza-

tion measure, it has been shown that the relations between brains and

instruments are unidirectional or bidirectional.11 As suggested, “the

instrument’s sound is a result of themusician’s behavior, which is based

on sensorimotor synchronization and action. At the same time, this

sound influences the behavior of musicians through auditory sensory

pathways and is in this sense an actor” (Müller and Lindenberger11).

Moreover, the directional coupling from brains to instruments can be

considered as an anticipation process, predicting a specific or expected

musical structure. As proposed by Keller et al.,2 anticipation processes

can “facilitate precise rhythmic interpersonal coordination by allow-

ing individuals to plan the timing of their own actions with reference

to predictions about the future time course of others’ actions.” This

anticipation process presumably also concerns the audiencemembers,

who also showed high GC from their brains to instrument sounds or

MSD but also to the NTD of the guitarist’ brains. There were also

strong (linear) correlations between the NTDs of guitarists and audi-

ence members, at least in the case of SwB and local efficiency. This

may be a result of the brain–brain coupling found in the present study,

in addition to the direct effect of music on brains or on the common

HBN of the guitarists and the audience. All these relationships, which

emerge on different levels of organization (e.g., oscillatory, network-

related, etc.), are interconnected and interwoven, and constitute a

common construct or superorganism with multilevel dynamics and

upward and downward causation (cf. Refs. 19,20,39, and 40). Clearly,

further sophisticated research is needed to deepen our understanding

of these highly interesting and complex phenomena.

As mentioned above, the HBNs exhibit a modular structure, with

hyperbrain modules or communities comprising nodes across several

brains. Thus, the hyperbrain modules with the strongest connections

between the nodes within the modules must have an important func-

tional meaning (cf. Refs. 19 and 20). These strong connections within

the hyperbrain modules are likely important for information trans-

fer between the brains as well as within them, and for simultaneous

and probably synchronized firing of neural cells within these brains.

It has been suggested that hyperbrain modules can be considered as

a prototype of so-called hyperbrain cell assemblies and that hyper-

brain cell assemblies that are formed during an interaction should

gain precedence during repeated joint activity.19 Here, we have shown

that the hyperbrain community structure is more stable in the music

condition than during applause. This can indicate that some hyper-

brain cell assemblies or a specific configuration of brain activity are

favored during music and occur repeatedly, thus contributing a cer-

tain stability to the aforementioned hyperbrain community structures

emerging across time. Such recovery of a specific neural activity con-

figuration can be induced via a self-similar musical structure that

evokes certain self-similarity in the HBNs or cell assemblies that can

be reinforced ormodulated by the emotional pleasure ofmusicians and

audiencemembers.41–43 The concept of recurrence is prominent inmany

disciplines or approaches and is strictly related to the temporal evolu-

tion of complex dynamical systems indicating periodic behavior.39,44,45

Applause is definitely a periodic and recurrent action but is, presum-

ably, not as well organized as making music or listening to it, which

might explain the higher variability (or lower stability) of the hyper-

brain community structure across time in the AP as compared to the

MU condition.

The results of this study may have implications for real-world music

playing and group interaction. As proposed by Hasson and Frith,46

“. . . interactions with other members of a group can fundamentally

shape the way we behave in the world, and alignment is a ubiquitous

feature of such interactions.” Our study shows that such an alignment

presupposes different types of synchronization and network dynam-

ics with different modes for different parts of the system or HBN (e.g.,

musicians and/or audience), depending on the situation (music mak-

ing or applause). As noted by D’Ausilio et al.,3 “group-level musical

coordination can be considered as a microcosm of social interaction.

Individual musicians function as processing units within a complex

dynamical system (the ensemble) whose goal is to communicate musi-

cal meaning (which is aesthetic and affective in nature) to an audience.

Information flows simultaneously to and from each unit, and the sys-

temas awhole relies upon predictivemodels and adaptivemechanisms

to meet the real-time demands of interpersonal coordination. As in

more general forms of social interaction, co-performers behave in com-

plex but formalized (rule-based) ways that are constrained by the tools

they use (musical instruments), conventions (genre-specific perfor-

mance styles and leader–follower roles), and often a script (themusical

score).” The results of our study confirm this view and suggest some

further implications in terms of HBN dynamics and their relations to

instruments or instrument sounds during a real concert.

LIMITATIONS

The present study has limitations and leaves room for questions to

be addressed in future research. First, the sample size of our study

was small, which has implications for generalizability. However, the

main patterns of HBN connectivity and network organization were

comparable across different musical pieces and frequency bands.

Second, our analyses were limited to phase synchronization within

single-frequency bands. Cross-frequency coupling is likely to provide

further information about functionally relevant network properties

and NTD.19,47,48 Thus, further sophisticated research is needed to

shed light onneuronalmechanismsof concert interactionandbehavior.

CONCLUSION

Our results showed that intra- and interbrain synchrony and result-

ing HBN topology differ in the quartet and audience members during

the music performance and applause in a concert of a quartet. The
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HBN topology andMSD of guitar sounds showed specific guitar–brain,

guitar–guitar, andbrain–brain directional associations, suggestingmul-

tilevel dynamics with upward and downward causation. The HBN

architecture exhibits a modular organization with hyperbrain modules

or communities that are more stable during music performance than

during applause. Thus, observation of dynamic changes in synchro-

nization and network architecture seems to be essential to achieve a

profound understanding of group dynamics and social interaction.
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